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Grouping-Based Optimization Method for
Multirobot System Pattern Formation

Tingting Wang , Fangfang Zhang , Jianbin Xin , and Yanhong Liu

Abstract—This article presents a novel optimization method for
multirobot formation in an obstacle environment. For this chal-
lenge, we proposed an iterative optimization approach in previous
work, in which all robots as a whole obtain the optimal goal pattern,
and then, move to the goal without collision to form the pattern.
However, this approach results in high consumption in terms of time
and the path that robots travel as the number of robots increases.
To improve efficiency, we propose a grouping-based optimization
method. First, a specific grouping strategy (the number of groups
and the number of data points in each group are fixed) is utilized
to group the multiple robots. And then in an obstacle environment,
each group of robots completes its optimal pattern formation in
parallel without collision through coordination within and between
groups. The simulation results of the multiletter pattern formation
validate the effectiveness of the method proposed in this article
compared to the method without grouping.

Index Terms—Grouping, mixed integer convex quadratic
programming, multirobot system, pattern formation.

I. INTRODUCTION

FOR multirobot systems, many research problems are fo-
cused on to be addressed, such as formation [1], [2],

avoidance [3], task allocation [4], etc. Among them, pattern
formation is gaining increasing attention in various scenarios.
In military or disaster relief scenarios, multirobots form specific
patterns to complete tasks such as path searching and area cover-
age [5]. For entertainment purposes, multirobots equipped with
colorful LEDs can present pleasing visual effects by changing
patterns [6]. Furthermore, the idea of pattern formation can also
be applied to chip design by modeling droplets as robots to
coordinate the droplets automatically. The goal formations are
determined to fit within the specified regions of the chip [7], [8].

Many articles on the pattern formation study how to effec-
tively and stably control multiple robots to form a predefined
pattern [9]–[14]. A self-assembly algorithm proposed in [9]
that links three primitive collective behaviors: edge-following,
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gradient formation, and localization to ensure that thousands
of robots form user-specified patterns. In [10], a scaled rota-
tion gain matrix is designed to ensure that unmanned aerial
vehicles (UAVs) converge to the desired pattern. The risk of
collision is eliminated via the distributed task assignment of
UAVs to desired formation points. The distributed self-assembly
approach presented in [11] in which two motion chains are
iteratively generated in parallel to fill the desired pattern. In
[11], a decentralized method is proposed that the repeating
pattern formation is divided into two phase. In the first phase,
the multirobots are grouped into multiple basic patterns, and in
the second phase, the final pattern is assembled by the basic
pattern. In [12], swarm robot with highly limited cognition to
form desired global patterns on a discrete grid according to the
generated probabilistic local state-action graph. In [13], a pattern
formation algorithm with minimum shape for nonholonomic
robots by combining the idea of the virtual structure method for
formation control with a behavior-based approach is proposed.
In [14], the swarm robots are divided into multiple groups, and
then, an adaptive mechanism based on social groups is adopted
to dynamically adjust members of different groups through
cooperation to form space patterns in parallel.

In practical applications, patterns often need to be optimized
according to the task requirements. The limited existing methods
solve the optimized pattern [15]–[19]. In [15] and [16], the cov-
erage method is adopted to optimize the deployment of multiple
robots in a given pattern area to achieve a visually appealing final
pattern. In [17] and [18], the convex programming techniques
are used to minimize the total travel distance for getting the
optimal pattern in the obstacle-free environment. In [19], an
algorithm is proposed to find the optimal goal pattern position
for the UAV cluster, and then, adopted the Hungarian algorithm
to allocate targets. The deep Q learning the method is used to find
the optimal flight parameters of the noncollision the trajectory
for the UAV to the target position under the condition of ensuring
the minimum total flight distance of a single UAV so that the
UAV reaches the goal point to form the pattern.

Although these works are helpful to pattern formation for mul-
tirobot systems, it is observed that the optimal pattern generation
in these works does not consider the obstacle constraints, so
these methods for pattern formation cannot efficiently optimize
the pattern formation in the obstacles environment. In order
to achieve the optimization for the pattern formation in an
environment with obstacle, we propose an iterative optimization
approach in previous work [20] where the optimal pattern pa-
rameters are obtained by solving the system model established in

1937-9234 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Zhengzhou University. Downloaded on September 29,2022 at 02:17:38 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-6245-3820
https://orcid.org/0000-0001-6516-9673
https://orcid.org/0000-0002-1024-4135
https://orcid.org/0000-0002-7349-5871
mailto:tingwang951126@163.com
mailto:zhangfangfang@zzu.edu.cn
mailto:zhangfangfang@zzu.edu.cn
mailto:j.xin@zzu.edu.cn
mailto:liuyh@zzu.edu.cn
https://doi.org/10.1109/JSYST.2021.3122548


3680 IEEE SYSTEMS JOURNAL, VOL. 16, NO. 3, SEPTEMBER 2022

Fig. 1. Overview of the proposed method.

an obstacle environment, then an iterative controller is designed
to assign the goals and plan a collision-free path for each robot to
reach the goal. However, in this approach, all robots as a whole
obtain the optimal goal pattern, and then, move together. It has
a high cost in time and path that robots travel as the number of
robots expands.

To address these limitations, this article proposes a grouping-
based optimization method for multirobot pattern formation in
an obstacle environment. The main contributions of this article
can be summarized as follows.

1) A specific grouping method is adopted to group randomly
deployed multirobots.

2) Each group of robots realizes its optimal pattern formation
in parallel without collision via coordination within and
between groups in an obstacle environment.

3) Simulation results in scenarios of letter pattern formation
verify the effectiveness of our algorithm in improving the
time efficiency and reducing the path compared with the
algorithm without grouping.

The structure of this article are arranged as follows. In Sec-
tion II, we outline the problem description. The specific grouping
method is introduced in Section III. The generation of the
optimal pattern and an iterative controller are presented in Sec-
tion IV. In Section V, we demonstrate the simulation experiment
and analyze the results. Finally, Section VI concludes this article.

II. PROBLEM DESCRIPTION

In the plane region, given N disk robots with a radius ri,
i ∈ {1, . . .N} and M static disk obstacles with a radius rom ,
m ∈ {1, . . .M}, we define Ri as robot i, the symbol contains
the attributes of the robot, such as its position, radius, and
velocity. The initial position vector of the N robots is expressed
as P = [p1; . . .;pN ]N×2, where pi = [xi, yi]1×2 represents the
initial position of Ri. The velocity of Ri is vi = [vix, viy]1×2.
The position vector of the M static obstacles is represented by
O = [o1; . . .;oM ]M×2, where om = [xom

, yom
]1×2 represents

the position of obstacle m. Let there be K desired patterns.
The desired pattern l is given by Sl = [sl1; . . .; s

l
Nl
]Nl×2, where

slj = [xl
sj
, ylsj ]1×2 represents the position of point j of the de-

sired pattern l, l ∈ {1, . . .K}, j ∈ {1, . . .Nl}. Nl is the number
of robots required to form the desired pattern l,

∑K
l=1 Nl = N .

The randomly initialized multirobots are grouped intoK groups
G={Gl}, where Gl={Rl

i}, l ∈ {1, . . .,K}, i ∈ {1, . . ., Nl}.
Pl = [pl

1; . . .;p
l
Nl
]Nl×2 is denoted as the initial position vector

of Gl, where pl
i = [xl

i, y
l
i]1×2 represents the initial position of

Rl
i. The optimal pattern l of the desired pattern l is expressed as

Q∗
l=[ql

1; . . .;q
l
Nl
]Nl×2, which is transformed from Sl through

scale and translation, where ql
j = [xql

j
, yql

j
]1×2 represents the

position of point j of optimal pattern l, j ∈ {1, . . .Nl}. For this
problem, important assumptions are given as follows.

1) Failure of the robot during movement is not considered.
2) All robots can accurately obtain position and velocity

information between each other.
3) The kinematics model of all robots is a holonomic model

referenced from [21].
An overview of the method is given in Fig. 1. Based on the

traditional K-means method [22], given the number of groups
and the number of samples in each group, we present a specific
clustering method to group randomly initialized multirobots
into K groups G={Gl}, l ∈ {1, . . .,K}. Then, Gl completes
its optimal pattern formation in parallel. In the parallel optimal
pattern formation process, first, Gl obtains the optimal pattern
Q∗

l via the optimal pattern generation model established in an
obstacle environment; second, an iterative controller obtains the
optimal assignment between Gl and Q∗

l , and then, Rl
i in Gl

reaches the assigned goal without collision through coordination
within and between groups, after which the pattern l is formed.
Once all patterns are formed, the whole ends.

Next, we introduce the implementation of the proposed algo-
rithm in detail.

III. GROUPING INITIALIZED MULTIROBOTS

This section presents the grouping strategy developed from
the traditional K-means method [22]. This strategy sets the fixed
number of groups and the fixed size of each group to group the
randomly initialized multirobots.
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A. Traditional K-Means Method

The K-means algorithm clusters the point set X={χi}, i ∈
{1, . . ., N}, into K clusters C={Cj}, j ∈ {1, . . .,K}. Let μj be
the centroid of the cluster Cj . The squared error between μj and
the point χi in the cluster Cj is defined as follows:

J (Cj) =
∑
χi∈Cj

‖χi − μj‖2 (1)

where μj =
1

|Cj |
∑

χi∈Cj χi, and |Cj | is the number of points in
Cj .

The goal of K-means is to minimize the sum of the squared
error of all K clusters

min J (C) =
K∑
j=1

∑
χi∈Cj

‖χi − μj‖
2
. (2)

The main steps of the K-means algorithm are as follows [23].
1) Choose K points as scattered as possible as the initial

centroids of clusters.
2) Assign the remaining points to the nearest centroids, form-

ing K clusters.
3) Recalculate the centroid of each cluster to determine

whether the new centroids are the same as the old cen-
troids. If the same, the clustering is complete; otherwise,
update the centroids and perform step 2).

The traditional K-means method does not specify the number
of points contained in each cluster. In this article, the number of
robots contained in each group is fixed according to the number
of robots required to form each desired pattern.

B. Proposed Grouping Method

With reference to the traditional K-means method, we present
the developed clustering method based on the initial position
vector P = [p1; . . .;pN ]N×2, in which the multirobots are clus-
tered into K groups G={Gj}, j ∈ {1, . . .,K}, where K is the
number of desired patterns. The number Nj of robots required
to form each desired pattern is used to constrain the size of each
group. We update the group centroid iteratively until the centroid
converges, after which the grouping is complete. This method
consists of three steps, where steps 1) and 3) are the same as
those in the traditional method. In step 1), we choose the K
dispersed positions of the robots as the initial centroids of the
groups. Next, we detail step 2), i.e., assigning the robots to the
centroids.

Considering the fixed size of the group, we minimize the sum
of the squared distance between the robots and the centroids
to obtain the optimal allocation between the robots and the
centroids. The assignment model is as follows:

minZ (G,σ) =
N∑
i=1

K∑
j=1

zijxij (3)

Subject to{∑N
i=1 xij = Nj , j = 1, . . .,K (4a)∑K
j=1 xij = 1, i = 1, . . ., N (4b)

xij =

{
1, Ri assigned to μj

0, Ri not assigned to μj

(5)

where zij=‖pi−μj‖2 is the squared distance between the
position pi of Ri and the centroid position μj of the group
Gj , and μj =

1
|Gj |

∑
Ri∈Gj

pi, j ∈ {1, . . .,K}. σ(xij)N×K is
the assignment between the robots and the centroids. Equa-
tion (4 a) means that group Gj contains Nj robots. Equation
(4 b) expresses that a robot can be assigned to only one group.

Solving the function (3) satisfying the constraints (4) and (5)
is the 0–1 integer programming problem [24]. The problem can
be solved utilizing the CPLEX optimization software [25] to
obtain the optimal assignment.

In step 3), we recalculate the centroid of each group to deter-
mine whether the centroids have changed; if not, the grouping is
complete. Otherwise, we update the centroids and perform step
2).

As with the traditional clustering methods, different initial
centroids lead to different clusterings because the K-means
method converges to the local minima. We select centroids that
are as dispersed as possible; this process is detailed in [23]. Fig. 2
shows an illustration of the specific grouping algorithm for three
groups of fixed size.

IV. OPTIMAL PATTERN FORMATION

After completing the grouping, each group completes its opti-
mal pattern formation in parallel without collision through coor-
dination within and between groups. Without loss of generality,
we present in detail the process undertaken by a group of robots
Gl={Rl

i} in an obstacle environment to achieve the optimal
pattern formation. The process consists of two phases [20]:
the optimal pattern Q∗

l generation and the collision-free path
planning using an iterative controller.

A. Optimal Pattern Q∗
l Generation

In an obstacle environment, Gl minimizes the objective func-
tion (the sum of the squared distance between the robot positions
and the goal positions) to obtain the optimal assignment σ∗

l

between the robots and the pattern goals, the optimal scale
and the translation parameters α∗

l , d∗
l = [dl1, d

l
2]

∗
1×2

. Then, the
optimal pattern Q∗

l=α∗
lSl + d∗

l .
The objective function of αl, dl, and σl is given as follows:

minH (αl,dl,σl) =

Nl∑
i=1

Nl∑
j=1

hijxij (6)

subject to

⎧⎪⎪⎨
⎪⎪⎩

Nl∑
i=1

xij = 1, j = 1, . . ., Nl (7a)

Nl∑
j=1

xij = 1, i = 1, . . ., Nl (7b)
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Fig. 2. Illustration of the specific grouping algorithm. The groups labeled red, green, and blue have fixed sizes of 10,13, and 9, respectively. (a) Initial positions
of multiple robots as the input. (b) Three positions selected as initial group centroid and initial assignment of the positions to groups. (c) and (d) Intermediate
iterations updating group labels and their centroids. (e) Final grouping obtained by the specific grouping algorithm at convergence.

xij =

{
1, Rl

i assigned to ql
j

0, Rl
i not assigned to ql

j

(8)

where hij = ‖pl
i − ql

j‖2 is the squared distance between the
initial position pl

i of Rl
i and the position ql

j of the point j of
the optimal pattern l. σl=(xij)Nl×Nl

is the assignment matrix
between the optimal pattern goal and the robot. Formulas (7 a)
and (7 b), respectively, indicate that a goal can be assigned to
only one robot and that a robot can be assigned to only one goal.
The optimal pattern Q∗

l is obtained from the desired pattern Sl

by scale and translation.

ql
j=αls

l
j + dl ⇒{

xql
j
= αlyslj + dl1

yql
j
=αlyslj + dl2

(9)

where ql
j=[xql

j
, yql

j
]1×2 is the position of the point j of the

optimal pattern l and slj = [xl
sj
, ylsj ]1×2 represents the position

of the point j in the desired pattern l, j ∈ {1, . . .Nl}.

hij =
(
xl
i

)2
+
(
yli
)2

+ α2
l

((
xl

sj

)2

+
(
yl
sj

)2
)

− 2αl

(
xl
ix

l
sj
+ yliy

l
sj

)
+ 2αl

(
xl

sj
dl1 + yl

sj
dl2

)
− 2

(
xl
id

l
1 + ylid

l
2

)
+
(
dl1
)2

+
(
dl2
)2

= α2
l s

l
j

(
slj
)� − 2αlp

l
i

(
slj
)�

+ 2αls
l
jd

�
l

− 2pl
id

�
l + dld

�
l + pl

i

(
pl
i

)�
. (10)

Substituting formula (10) into H(αl,dl, σl), we obtain

H(αl,dl, σl) =

Nl∑
i=1

Nl∑
j=1

(
α2
l s

l
j

(
slj
)�

xij − 2αlp
l
i

(
slj
)�

xij

+2αls
l
jd

�
l xij−2pl

id
�
l xij + dld

�
l xij + pl

i

(
pl
i

)�
xij

)

= α2
l

Nl∑
i=1

slj
(
slj
)� − 2αl

Nl∑
i=1

Nl∑
j=1

pl
i

(
slj
)�

xij

+ 2αl

Nl∑
i=1

sljd
�
l − 2

Nl∑
i=1

pl
id

�
l

+

Nl∑
i=1

dld
�
l +

Nl∑
i=1

pl
i

(
pl
i

)�

= Aα2
l − 2αl

Nl∑
i=1

Nl∑
j=1

pl
i

(
slj
)�

xij + 2αlsld
�
l

− 2pld
�
l +Nldld

�
l +B (11)

where A=
∑Nl

j=1 s
l
j(s

l
j)

�
, B=

∑Nl

i=1 p
l
i(p

l
i)

�
, sl=

∑Nl

j=1 s
l
j ,

and pl=
∑Nl

i=1 p
l
i are independent of αl, dl, and σl.

If the assignment σ∗
l (x

∗
ij) is optimal at some values of αl ∈

(0,∞), dl, then it is also optimal at any αl ∈ (0,∞), dl [17],
[20]. Thus, from formula (11), let a pseudocost kij = −pl

i(s
l
j)

�;
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then, the following assignment model is established:

minK =

Nl∑
i=1

Nl∑
j=1

kijxij

=

Nl∑
i=1

Nl∑
j=1

(
−pl

i

(
slj
)�)

xij (12)

subject to the constraints (7) and (8).
We can solve this assignment model to obtain the optimal

assignment σ∗
l (x

∗
ij) and the minimum function value K∗ by

adopting the auction algorithm [26].
Based on σ∗

l (x
∗
ij), formula (11) can be written as

H (αl,dl) = Aα2
l + 2αlK

∗ + 2αlsld
�
l − 2pld

�
l

+Nldld
�
l +B. (13)

The function (13) is a convex quadratic function of αl, dl

[17], [20], which serves as the final objective function needed to
minimize for obtaining the optimal pattern parameters α∗

l , d∗
l .

Considering that the optimal pattern generation model is built
in the obstacle environment, the final objective function (13)
needs to meet the following constraints.

1) The obstacle constraints should be considered to ensure
that the optimal pattern Q∗

l is not generated in static obstacles;
thus, the following conditions must be met:

∥∥ql
j − oi

∥∥ ≥ rj + roi (14)

where oi = [xoi
, yoi

] is the position of the static obstacle i, i ∈
{1, . . .,M}; rj is the robot radius; and roi is the static obstacle
radius.

According to (9), the constraint (14) can be further written as
follows:

√[(
αlxl

sj
+ dl1

)
− xoi

]2
+
[(

αlylsj + dl2

)
− yoi

]2
≥ rj + roi . (15)

The aforementioned equation is a nonconvex constraint. Min-
imizing the objective function (13) under the constraint (15)
is a nonconvex optimization problem. Nonconvex optimization
problems can have a global optimal solution. However, it can
have multiple local optimal solutions, making the problem dif-
ficult to solve. Therefore, the binary variables are introduced
to approximate the constraint (15) into a linear constraint [20],
[27], and then, transform the nonconvex optimization problem
into a simple mixed integer convex quadratic programming

problem [28], [29] with a global optimal solution⎧⎨
⎩

∣∣∣αlxslj
+ dl1 − xoi

∣∣∣ ≥ rj + roi∣∣∣αlyslj + dl2 − yoi

∣∣∣ ≥ rj + roi

⇒

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αlxslj
+ dl1 − xoi

≥ rj + roi − FWij(1)

xoi
−
(
αlxslj

+ dl1

)
≥ rj + roi − FWij(2)

αlyslj + dl2 − yoi
≥ rj + roi − FWij(3)

yoi
−
(
αlyslj + dl2

)
≥ rj + roi − FWij(4)

4∑
ω=1

Wij(ω) ≤ 3

(16)

where Wij(ω) is the introduced binary variable and has a value
of 1 or 0, ω ∈ {1, 2, 3, 4}, and F is a positive value and is much
larger than rj + roi .

2) The following separation conditions between the optimal
pattern goals should be satisfied to ensure that the robot can
finally reach the assigned goals without overlapping∥∥ql

i − ql
j

∥∥ ≥ ri + rj ⇒[(
αlxsli

− αlxslj

)2

+
(
αlysli − αlyslj

)2
]
≥ (ri + rj)

2

⇒ αl min
∥∥sli − slj

∥∥ ≥ ri + rj (17)

where i 
= j; i, j ∈ {1, . . ., Nl}.
3) In general, practical applications require the pattern goals

to not lie outside the workspace. The following constraints can
be specified:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

αl max
(
xslj

)
+ dl1 ≤ Xmax − rj

αl min
(
xslj

)
+ dl1 ≥ Xmin − rj

αl max
(
yslj

)
+ dl2 ≤ Ymax − rj

αl min
(
yslj

)
+ dl2 ≥ Ymin − rj

(18)

where Xmax, Xmin, Ymax, and Ymin are the maximum and
minimum boundaries of the entire application area along the
X- and Y -axes, respectively.

Under the affine constraints (16)–(18), minimizing the objec-
tive convex quadratic function (13) is a mixed integer convex
quadratic programming problem [28], [29]. The problem can
be solved utilizing the CPLEX optimization software to obtain
the global optimal pattern parameters α∗

l , d∗
l . Then, the optimal

patternQ∗
l=α∗

lSl + d∗
l is obtained. The pseudocode is provided

in Algorithm 1.

B. Collision-Free Path Planning Using an Iterative Controller

In the kth iteration (k ∈ N+, the time-step index of the
controller), Gl(k) and Q∗

l are assigned first, and then, through
coordination with the robots in Gl(k), and the robots in other
groups, the robot Rl

i(k) obtains the collision-free velocity and
updates its position. Repeat the iterative process until all Rl

i(k)
reach the assigned goals, and the pattern l is formed.

1) Goal Assignment: Although the allocation σ∗
l between Gl

and Q∗
l at the initial moment was achieved in Section IV-A,

Rl
i(k) needs to avoid collisions during its movement, which
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Algorithm 1 Generation of Optimal Pattern Q∗
l

Input:
Output: Q∗

l

1: Based on the function (12) and constraints (7) and (8),
σ∗

l and K∗ are calculated.
2: Based on the function (13) and constraints (16), (17),

and (18), α∗
l and d∗

l are computed.
3: Q∗

l = α∗
lSl + d∗

l

4: return Q∗
l

will cause Rl
i(k) to move away from the previously assigned

goal [20]. Thus, it is necessary to reassign Gl(k) and Q∗
l at the

beginning of each iteration. We assign −pl
i(k − 1)(ql

j)
T to kij

in the function (12) and adopt the auction algorithm to solve the
assignment model; then, we obtain the allocationσ∗

l (k) between
Gl(k) and Q∗

l .
2) Update Position With the Collision-Free Velocity: Based

on σ∗
l (k), we compute the preferred velocity vl

prefi(k) of Rl
i(k)

without considering the obstacles and other robots [15]:

vl
prefi(k) = Vp min

⎛
⎝1,

∥∥∥ql
σ∗

l(k,i)
− pl

i (k − 1)
∥∥∥

Kc

⎞
⎠vl

pqi
(k)

vl
pqi

(k) =
ql
σ∗

l(k,i)
− pl

i (k − 1)∥∥∥ql
σ∗

l(k,i)
− pl

i (k − 1)
∥∥∥ (19)

where the constant Vp > 0 is the maximum speed of the robot;
ql
σ∗

l(k,i)
is the optimal pattern goal assigned to Rl

i(k) in the

kth iteration; and pl
i(k − 1) is the position of Rl

i(k − 1). The
constant Kc ≥ Vpτ ensures convergence, and τ is the time step.

In multirobot and dynamic environments, Rl
i does not need

to consider other far away robots and obstacles when avoid-
ing collisions. Rl

i needs to consider only other Rj , j 
= i,
j ∈ {1, . . ., N}, and obstacles in the neighbor region NRl

i [21].
K groups of pattern formation are completed in one area. Thus,
Rl

i should consider the robots in Gl and robots in other groups.
For Rl

i(k), based on the velocities and positions of the other
robots and obstacles in the NRl

i, the velocity obstacle space
RVOl

i(k) is obtained via the reciprocal velocity obstacles (RVO)
algorithm [21]. Rl

i(k) selects the velocity outside the RVOl
i(k)

and closest to vl
prefi(k) as the collision-free velocity vl

cfi(k).

RVOl
i(k)=

⋃
j∈NRl

i

RVOl
ij

(
vj (k − 1) ,vl

i (k − 1)
)

∪
⋃
o∈O

VOl
i (vo) (20)

where RVOl
ij(vj(k − 1),vl

i(k − 1)) and VOl
i(vo) are the ve-

locity obstacle spaces of Rl
i(k) relative to Rj(k) and static

obstacles in the NRl
i. RVOl

i(k) is the union of these velocity
obstacle spaces. vl

i(k − 1) and vj(k − 1), respectively, repre-
sent the velocity of Rl

i(k − 1) and that of its neighbors. vo = 0
represents the velocity of the static obstacle.

Algorithm 2 Collision-free Path Planning Using An Itera-
tive Controller

Input: Q∗
l

Output: pl
i(k)

1: repeat
2: Based on the function (12) with

kij = −pl
i(k − 1)(ql

j)
� and constraints (7) and (8),

σ∗
l (k) is obtained.

3: Based on the formula (19), vl
prefi(k) is computed.

4: Based on the formula (23), vl
cfi(k) is computed.

5: Based on the formula (24), update pl
i(k).

6: return pl
i(k)

7: until All Rl
i reach the assigned goals

The robot Rl
i in this article is the holonomic robot that

performs the continuous cycle of sensing and acting [20], [21].
We give a 2-D kinematic model as follows:⎧⎨

⎩
xl
i(k) = xl

i (k − 1) + vlix(k)τ
yli(k) = yli (k − 1) + vliy(k)τ
vl
i(k) = vl

i (k − 1) + ali(k)τ
(21)

where xl
i and yli are the plane position coordinates of the center

of the disk robot Rl
i; v

l
ix and vliy are the velocity components;

ali is the acceleration; and τ is the time step.
Each robot is subject to kinematic constraints. These con-

straints limit the choice of feasible velocities [21]. We set the
maximum speed of the robot not to exceed Vp and the maximum
acceleration not to exceed a, then the feasible velocities set is
AV l

i :

AV l
i =

{
(vl

i)
′ ∣∣ ∥∥(vl

i)
′∥∥<Vp ∧

∥∥(vl
i)

′ − vl
i

∥∥ < aτ
}
. (22)

In the kth iteration, the robot Rl
i selects the feasible velocity

outside the RVOl
i(k) and closest to vl

prefi(k) as the optimal
obstacle avoidance velocity vl

cfi(k) is

vl
cfi(k)= argmin

vl
i/∈RVOl

i(k),v
l
i∈AV l

i

∥∥vl
i − vl

prefi(k)
∥∥ (23)

whereAV l
i is the velocity set for which its maximum speed does

not exceed V P .
Rl

i(k) updates the position according to the following for-
mula:

pl
i(k) = pl

i (k − 1) + vl
cfi

(k)τ. (24)

Repeat the iterative process until all Rl
i reach the assigned

goals, and pattern l is formed.
The convergence guarantee for the robot reaching the assigned

goal can be found in [20]. The pseudocode is provided in
Algorithm 2.

The grouping-based optimization algorithm for multirobot
pattern formation mainly includes grouping and optimal pattern
formation. First, multiple robots are clustered into K groups
by minimizing the sum of square errors of K groups. After
that, each Gl performs the process of the optimal pattern forma-
tion in parallel. The proposed algorithm for multirobot pattern
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formation ends when all groups complete their optimal pattern
formation. In the following, we measure the computational
complexity of the proposed algorithm.

C. Measuring Computational Complexity

The grouping-based optimization algorithm for multirobot
pattern formation mainly includes grouping and optimal pat-
tern formation. The grouping strategy refers to the K-MEANS
algorithm, and its computational complexity is O(N). After
the grouping is complete, each Gl achieves its optimal pattern
formation in parallel. The phase of the optimal pattern formation
includes Algorithms 1 and 2.

In the Algorithm 1, the optimal assignment σ∗
l (x

∗
ij)

and the minimum function value K∗ can be obtained in
O(N2

l log(max(kij)Nl)) using the auction algorithm [26].
The optimal pattern parameters α∗

l , d∗
l can be computed in

O(Nl) [17]. Therefore, the computational complexity of the
Algorithm 1 is O(N2

l log(max(kij)Nl)). The main compu-
tational complexity of the Algorithm 2 comes from the cal-
culation of the optimal assignment σ∗

l (k) at the beginning
of the iteration; thus, the computational complexity of the
Algorithm 2 is O(KlN

2
l log(max(kij)Nl)), where Kl is the

number of iterations to complete the pattern l formation.
Considering the computational complexity of Algorithms 1
and 2, the computational complexity of the optimal pattern
l formation is O((Kl + 1)N2

l log(max(kij)Nl)). The algo-
rithm’s computational complexity that all groups complete
their optimal pattern formation depends on the final group
that completes the optimal pattern formation. Therefore, the
computational complexity of the optimal pattern formation is
O((Kf + 1)N2

f log(max(kij)Nf )), where Kf and Nf are, re-
spectively, the number of iterations to complete the final pattern
formation and the number of robots forming the final pattern.

In contrast, the computational complexity of grouping is less
than the computational complexity of optimal pattern forma-
tion. Therefore, the computational complexity of the proposed
algorithm is O((Kf + 1)N2

f log(max(kij)Nf )).

V. SIMULATION AND ANALYSIS

We design several experiments of the multiletters pattern
formation using MATLAB 2016a with the CPLEX solver on
a computer (Windows 10, Intel Core i7-6700, CPU at 3.40 GHz
with 16.0 GB of RAM) to verify that the proposed algorithm
can effectively achieve optimization for the multirobot pattern
formation in an obstacle environment. First, we show the process
of multiletters pattern formation in the plane obstacle area to
demonstrate the feasibility of the proposed algorithm. Second,
we investigate the performance by comparing the runtime T
(the time from grouping to form all patterns) and the total travel
distance L (the total path sum of all robots to reach the goal)
of our grouping-based algorithm with those of the algorithm
without grouping. Finally, the time Ts for obtaining the optimal
patternQ∗ is compared between our proposed algorithm and the
algorithm in [17].

TABLE I
SIMULATION RESULTS UNDER THE ALGORITHM WITHOUT GROUPING AND

GROUPING-BASED ALGORITHM OVER 30 MONTE CARLO TRIALS

A. Process of Multiletters Pattern Formation in an Obstacle
Environment

A trial consists of randomly initializing 32 disk robots with
a radius of 1 unit and 2 static disk obstacles with a radius of
five units in a 45 × 45 unit area. The desired patterns are the
multiletters ZZU. Fig. 3 shows snapshots of the multiletters pat-
tern formation, where the black disk and the gray disk represent
the robot and the static obstacle, respectively. Fig. 3(a) and (b)
displays the grouping result in which 32 robots are clustered
into three groups and each group contains 11, 11, and 10 robots.
Fig. 3(c) presents the optimal pattern generation, where the
points represent the optimal pattern goals, which are the same
color as the corresponding group. Fig. 3(d) and (e) illustrates the
iterative collision-free path planning. Fig. 3(f) shows the final
multiletters ZZU pattern formation. The supplemental video
contains animated simulations of the trial.

Fig. 4 shows the position error of each robot relative to
the assigned goal, which indicates that each robot can reach
the assigned goal within a small error range. The significant
reduction in the position error of a robot in the figure occurs
because, at the beginning of the collision-free path planning,
the reassigned goal is closer to the robot than the previously as-
signed goal. When the environment is not crowded, the assigned
goals change less frequently. In Fig. 5, the convergence of the
position error sum of each group of robots is shown. The trial
demonstrates the feasibility and convergence of the proposed
algorithm.

B. Performance Comparison Between the Grouping-Based
Algorithm and Algorithm Without Grouping

We perform 30 Monte Carlo trials to compare the perfor-
mances of our algorithm in this article and the algorithm without
grouping [20]. Each trial consists of randomly initializing 32
disk robots with a radius of one unit in a 45 × 45 unit area with
two static disk obstacles with a radius of five units. The desired
patterns are the multiletters ZZU. We record the T and L of each
trial under our algorithm and the algorithm in [20]. The mean
and standard deviation of the trial results are reported in Table I.
From the experimental results, it can be seen that in terms of
the runtime T , our algorithm for forming patterns in parallel is
superior to the algorithm without grouping, reducing the mean
by 73.49%. In terms of the total distance L, our algorithm is also
better than the algorithm without grouping, reducing the mean
by 39.89%.

We attribute this to the fact that each group independently
solves its own optimal pattern Q∗ in our algorithm. The al-
gorithm without grouping takes multiple desired patterns as a
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Fig. 3. Snapshots of multiletters ZZU formation.

Fig. 4. Scatter plot of position error change of 32 robots in the process of
optimal pattern formation.

whole desired pattern S = {S1, . . .,SK}. Solving the whole
optimal pattern Q∗ also needs to meet the constraints of the
relative positions of multiple desired patterns in the whole
desired pattern. Then, the constraint increases and the feasible
region decreases, which leads to poor solution quality, that is, L
increases.

C. Time Comparison for Obtaining Q∗

We perform 30 repeated trials based on the same experimental
setup as in [17], where 600 robots form the multiletters UNCC.
In Fig. 6, we report the distribution in terms of the solution

Fig. 5. Scatter plot about the sum of the position errors of each group of
robots in the process of optimal pattern formation.

time Ts for the 30 trials, which displays the variability in the
solution time Ts over 30 repeated trials for identical initial
robot positions. We attribute this to the local convergence of the
grouping algorithm, which leads to different grouping results,
and then, affects the solution of the optimal patternQ∗. As shown
in Fig. 6, the solution time of our algorithm is shorter than that
of the algorithm in [17] where the solution time is 45 s. We
calculate Ts’s mean and standard deviation of Ts over the 30
trials, which are 22.1405 and 5.9854 s, respectively. The mean
solution time is reduced by 50.8%, compared with that in [17].
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Fig. 6. Ts value distribution over 30 repeated trials.

VI. CONCLUSION

This article proposes a grouping-based algorithm of opti-
mization for the multirobot pattern formation in an environment
containing obstacles. Based on the specific grouping algorithm,
the randomly initialized multirobots are grouped. Each group
of robots first obtains its optimal pattern Q∗ independently in
parallel. Then, under an iterative controller, all robots in each
group reach the assigned optimal pattern goal position without
collision through coordination within and between groups to
achieve the optimal pattern formation. The simulation results of
the multiletters pattern formation verify the effectiveness of our
algorithm. A comparison with the algorithm without grouping
and the algorithm given in [17] illustrates the superior perfor-
mance of our algorithm. This article studies the optimization for
the pattern formation in a static obstacle environment. We use
an iterative optimization method, that is, decision-making and
execution, cyclically until the pattern is formed. Therefore, in
each iteration, dynamic obstacles are treated as static obstacles,
and the idea of iterative optimization can also be extended to
a dynamic obstacle environment. The experimental results also
show that the robots reach their goals at inconsistent times, which
causes the robot to waste time waiting. In future work, we will
consider addressing this situation.

The methodology presented here has been used for pattern for-
mation. However, its core is to solve the global optimal objective
function under the constraints of nonlinear inequalities. In the fu-
ture, we can adopt a fully distributed optimization method [30],
[31] to enhance the robustness of the algorithm, and extend
the optimization-based problem formulation in this article to
many other problems, including simultaneous localization and
grouping.
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